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Abstract

We present the results from the first study of Internet
access link performance measured directly from home
routers. In conjunction with the Federal Communication
Commission’s study of broadband Internet access in the
United States, we investigate the throughput and latency of
network access links from about 4000 routers across eight
ISPs. Our findings provide a snapshot of access network
performance across the United States, offer insights on how
access network performance should be measured and pre-
sented to users, and inform various ongoing efforts to evalu-
ate the performance of access networks around the world.

1. INTRODUCTION
Of nearly two billion Internet users worldwide, about 500
million are residential broadband subscribers.'® Broadband
penetration will continue to increase, with people relying
on home connectivity for day-to-day and even critical activi-
ties. Accordingly, the Federal Communication Commission
(FCQ) is developing performance-testing metrics for access
providers.* % 2> Policymakers, home users, and Internet
Service Providers (ISPs) need better ways to benchmark
broadband Internet performance.

Unfortunately, benchmarking home Internet perfor-
mance is not as simple as running one-time “speed tests.”
There exist countless tools to measure Internet perfor-
mance.”> %1720 Previous work has studied the typical down-
load and upload rates of home access networks” '4; others
have found that modems often have large buffers,'* and that
DSL links often have high latency." These studies have shed
some light on access link performance, but they have typi-
cally run measurements either from an end-host inside the
home (from the “inside out”) or from a server on the wide-
area Internet (from the “outside in”). Because these tools
run from end-hosts, they cannot analyze the effects of con-
founding factors such as home network cross-traffic, the
wireless network, or end-host configuration. Also, many of
these tools run as one-time measurements and, without
continual measurements of the same access link, we can-
not establish a baseline performance level or observe how
performance varies over time.

We measure broadband Internet performance directly from
the router that is connected to the user’s ISP. Measuring
the access link from the home router offers several advan-
tages over conventional methods. First, the home router is
typically always on. Second, because it connects the home
network to the ISP’s network (as shown in Figure 1), taking
measurements from this vantage point allows us to control
the effects of many confounding factors, such as the home
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wireless network and load on the measurement host. Table 1
summarizes the challenges involved in measuring access
ISP performance, and how performing measurements from
the home router addresses each of them.

We collected data from two complementary deploy-
ments. First, we gathered data from routers in over 4200
homes across the United States and eight different ISPs
from a deployment sponsored by the Federal Communica-
tions Commission and operated by SamKnows. Second, we
collected data from 16 homes in the BISmark deployment,
spanning three ISPs in Atlanta. The SamKnows deploy-
ment provides a large user base, as well as diversity in ISPs,
service plans, and geographical locations. We can access
BISmark routers remotely and run repeated experiments
to investigate the effect of factors that we could not study
in a larger deployment. For example, to study the effect
of modem choice on performance, we installed different
modems in the same home and conducted experiments
in the same controlled setting. Both deployments run a
comprehensive suite of measurement tools that periodi-
cally measure throughput, latency, packet loss, and jitter.
We use active measurement data from both deployments
from December 14, 2010 to January 14, 2011. Table 2 lists
the ISPs that we study and the number of measured access
links for each of them.

Figure 1. The home router sits directly behind the modem in the
home network. It takes measurements both to the last mile router
(first non-NAT IP hop on the path) and to wide area hosts.

/é Nearby Host
Home Router DSL/Cab S
: (SamKnuws/BISmark) Modem l—@ftrein ISP

+ Home Network

MLab Server
(measurementlub,net)

Table 1. Confounding factors and how we address them.

Factor How we address it

Use a wired connection to the modem

Measure cross-traffic and avoid it/account for it
Use a well-provisioned router

Choose a nearby server

Focus on characterizing the last mile

Test configuration in practice and controlled settings

Wireless effects
Cross-traffic

Router load

Server location
End-to-end path
Router configuration

A previous version of this paper was published in the
Proceedings of SSIGCOMM 11 (Toronto, Ontario, Canada,
Aug. 15-19,2011).




We characterize access network throughput (Section 3)
and latency (Section 4) from the SamKnows and BISmark
deployments. We explain how our throughput measurements
differ from common “speed tests” and also propose several
metrics that capture different aspects of latency. When our
measurements cannot fully explain the observed behavior,
we model the access link and test our hypotheses using con-
trolled experiments. We find that the most significant factors
affecting throughput are the access technology, ISPs’ traffic
shaping policies, and congestion during peak hours. On the
other hand, the quality of the access link, modem buffering,
and cross-traffic within the home affect latency the most.

This study offers insights into both access network
performance and measurement methods for benchmark-
ing home broadband performance. Our findings include
the following:

« Access link throughput is more variable during peak hours.

« ISPs use different policies and traffic shaping behavior
that can make it difficult to compare measurements
across them.

« Home network equipment and infrastructure can
affect performance. For example, buffering in a user’s
modem varies across models and can affect the latency
that a user experiences during an upload. We found
“bufferbloat,” or excessive buffering that adversely
affects network performance, in many DSL modems.

+ There is no “best” ISP for all users. Some ISPs have
better short-term throughput, while others may have
better sustained throughput, lower latency, or gener-
ally more consistent performance. Different users may
prefer different ISPs depending on their usage profiles
and how those ISPs perform along performance dimen-
sions that matter to them.

As the first in-depth analysis of home access network per-
formance, our study offers insights for users, ISPs, and
policymakers. Users and ISPs can better understand the
performance of the access link as measured directly from
the router; ultimately, such a deployment could help an ISP
differentiate performance problems within the home from
those on the access link. Our study also informs policy by
illustrating that a diverse set of network metrics ultimately
affect the performance that a user experiences. The need

Table 2. The SamKnows and BISmark deployments. Active deploy-
ments are those that report more than 100 download throughput
measurements over the course of our study.

SamKnows BISmark
ISP Technology Total Active Total
Comcast Cable 864 560 4
AT&T DSL/FTTN 787 335 10
TimeWarner Cable 690 381 -
Verizon DSL/FTTP 551 256 -
Cox Cable 381 161 -
Qwest DSL/FTTN 265 117 -
Charter Cable 187 51 -
Cablevision Cable 104 53 -

for abenchmark is clear, and the results from this study can
serve as a principled foundation for such an effort.

2. ACCESS TECHNOLOGIES
We describe the two most common access technologies from
our deployments: Digital Subscriber Line (DSL) and cable.
A few users in our deployments have Fiber-To-The-Node
(FTTN), Fiber-To-The-Premises (FTTP), and WiMax, but we
do not have enough users to analyze these technologies.
DSL networks use telephone lines; subscribers have ded-
icated lines between their own DSL modems and the closest
DSL Access Multiplexer (DSLAM). The DSLAM multiplexes
data between the access modems and upstream networks,
as shown in Figure 2a. The most common type of DSL access
is asymmetric (ADSL), which provides different upload
and download rates. In cable access networks, groups of
users send data over a shared medium (typically coaxial
cable); at a regional headend, a Cable Modem Termination
System (CMTS) receives these signals and converts them to
Ethernet, as shown in Figure 2b. The physical connection
between a customer’s home and the DSLAM or the CMTS
is often referred to as the local loop or last mile. Users buy a
service plan from a provider that typically offers some maxi-
mum capacity in both the upload and download directions.

ADSL capacity. The ITU-T standardization body establishes
that the achievable rate for ADSL 1'! is 12 Mbits/s down-
stream and 1.8 Mbits/s upstream. The ADSL2+ specification'?
extends the capacity of ADSL links to at most 24 Mbits/s
downstream and 3.5 Mbits/s upstream. Although the ADSL
technology can theoretically achieve these speeds, many
factors limit the capacity in practice. An ADSL modem nego-
tiates the operational rate with the DSLAM (often called the
sync rate); this rate depends on the quality of the local loop,
which is mainly determined by the distance to the DSLAM
from the user’s home and noise on the line. The maximum
IP link capacity is lower than the sync rate because of the
overhead of underlying protocols. The best service plan that

Figure 2. Access network architectures (a) DSL and (b) cable.
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an ADSL provider advertises usually represents the rate that
customers can achieve if they have a good connection to the
DSLAM. Providers also offer service plans with lower rates
and can rate-limit a customer’s traffic at the DSLAM.

Modem configuration can also affect performance.
ADSL users or providers configure their modems to oper-
ate in either fastpath or interleaved mode. In fastpath
mode, data is exchanged between the DSL modem and the
DSLAM in the same order that it is received, which mini-
mizes latency but prevents error correction from being
applied across frames. Thus, ISPs typically configure fast-
path only if the line has a low bit error rate. Interleaving
increases robustness to line noise at the cost of increased
latency by splitting data from each frame into multiple seg-
ments and interleaving those segments with one another
before transmitting them.

Cable capacity. In cable networks, the most widely deployed
version of the standard is Data Over Cable Service Interface
Specification version 2 (DOCSIS 2.0),"* which specifies
download rates up to 42.88 Mbits/s and upload rates up
to 30.72 Mbits/s in the United States. The latest standard,
DOCSIS 3.0, allows for hundreds of megabits per second by
bundling multiple channels. Cable providers often offer ser-
vice plans with lower rates. An operator configures the ser-
vice plan rate limit at the cable modem using a token bucket
rate shaper. Many cable providers offer PowerBoost, which
allows users to download (and, in some cases, upload) data
at higher rates for an initial part of a transfer. The actual rate
that a cable user receives will vary with the network utiliza-
tion of other users connecting to the same headend.

3. UNDERSTANDING THROUGHPUT

We first explore how different techniques for measuring
throughput can generate different results and offer guide-
lines on how to interpret them. We then investigate the
throughput users achieve on different access links. Finally,
we explore the effects of ISP traffic shaping and the implica-
tions it has for throughput measurement.

3.1. How to measure and interpret throughput

Users are often interested in the throughput that they receive
on uploads or downloads, yet the notion of “throughput”
can vary depending on how, when, and who is measuring it.
For example, a run of www.speedtest.net in an author’s home,
where the service plan was 6 Mbits/s down and 512 Kbits/s
up, reported a downlink speed of 4.4 Mbits/s and an uplink
speed of 140 Kbits/s. Netalyzr'* reported 4.8 Mbits/s and
430 Kbits/s. Long-term measurements from the SamKnows
router paint a different picture: the user achieves 5.6 Mbits/s
down and 452 Kbits/s up. Both www.speedtest.net and Netalyzr
measurements reflect transient network conditions, as well
as other confounding factors.

There is no standard way to measure throughput. Bauer
etal. list several notions of “broadband speed”: capacity is
the total carrying capacity of the link; and the bulk transfer
capacityis the amount of data that can be transferred along
a path with a congestion-aware protocol like TCP.? The
SamKnows routers measure bulk transfer capacity using
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three parallel HTTP transfers; this approach increases the
likelihood of saturating the access link. The software first
executes a “warm-up” transfer until throughput is steady
to ensure that the throughput measurements are not
affected by TCP slow start. The following download tests
use the same TCP connection to exploit the “warmed up”
session. The tests last for about 30s; the software reports
snapshots of how many bytes were transferred for every
5-s interval. BISmark measures throughput by perform-
ing an HTTP download and upload for 15s using a single-
threaded TCP connection once every 30min, regardless
of cross-traffic. To account for cross-traffic, the router
counts bytes transferred by reading from /proc/net/dev
and computes the “passive throughput” as the byte count
after the HTTP transfer minus the byte count before the
transfer, divided by the transfer time. Table 3 summa-
rizes the throughput measurements collected by the two
deployments. Although measuring throughput may seem
straightforward, our results demonstrate the extent to
which different measurement methods can produce dif-
ferent results and, hence, may result in different conclu-
sions about an ISP’s performance.

Throughput measurement techniques—even commonly
accepted ones—can yield variable results. We compare
throughput measurement techniques in two locations that
have both the SamKnows and BISmark routers (we use only
two locations due to the logistical difficulty of deploying
both routers in the same location). In both cases, the ISP
is AT&T, but the service plans are different (6 Mbits/s down
and 512 Kbits/s up; and 3 Mbits/s down and 384 Kbits/s
up). We normalize the throughput with the advertised ser-
vice plan so that we can compare the service plans. Figure
3 shows a CDF of the normalized throughput reported
by the four methods from Table 3. Each data point rep-
resents a single throughput measurement. A value of 1.0
on the x-axis indicates that the throughput matches the
ISP’s advertised rate; no method achieves that value. This
shortfall could be caused by many factors, including the
sync rate of the modem to the DSLAM, layer-2 framing
overhead on the line, and overhead from the measurement

Table 3. SamKnows and BISmark throughput measurements.

Parameter Type Prot. Freq. Comments
SamKnows
Downstream Multi-threaded HTTP TCP 2h MLab, idle link
throughput
Upstream Multi-threaded HTTP TCP 2h MLab, idle link
throughput
BISmark

Downstream Single-thread HTTP  TCP ~ 30min curlget from Host/
throughput proc/net/dev

Passive throughput ~ N/A 30min

Capacity UDP  12h ShaperProbe
Upstream Single-thread HTTP ~ TCP 30min curlput to Host/
throughput proc/net/dev

Passive throughput ~ N/A 30min

Capacity UDP  12h ShaperProbe




techniques themselves. Multiple parallel TCP sessions
nearly achieve the advertised throughput. UDP measure-
ments also produce consistent measurements of through-
putthatare closer to the multi-threaded TCP measurement.
A single-threaded TCP session may not achieve the same
throughput, but accounting for cross-traffic with passive
measurements does yield a better throughput estimate.

The behavior of single-threaded TCP measurements var-
ies for different access links. We compare throughput for
two BISmark users with the same ISP and service plan
(AT&T; 3 Mbits/s down, 384 Kbits/s up) who live only a few
blocks apart. Figure 4 shows that User 2 consistently sees
nearly 20% higher throughput than User 1. One possible
explanation for this difference is that the two users expe-
rience different loss rates: User 1 experiences four times
more packet loss in both directions than User 2. The base-
line latencies also differ by about 16ms (8ms vs. 24ms).
We confirmed from the respective modem portals that
User 1 has interleaving disabled and User 2 has interleav-
ing enabled. Thus, User 2’s connection recovers better
from line noise. Single-threaded downloads suffer more
from high packet loss rates than multi-threaded down-
loads; interleaving reduces the packet loss rate, and thus
improves the performance of a single-threaded download.
For the rest of the paper, we consider only multi-threaded
TCP throughput.

Takeaway: Different throughput measurement tech-
niques capture different aspects of throughput. A single-threaded
TCP session is sensitive to packet loss. Augmenting this
measurement with passive usage measurements improves

Figure 3. Comparison of various methods of measuring throughput.
(SamKnows and BISmark)
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its accuracy. Multi-threaded TCP and the UDP capacity mea-
surements measure the access link capacity more accurately
and are more robust to loss.

3.2. Throughput performance

We investigate the throughput obtained by users in the
SamKnows deployment and the consistency of these
measurements.

What performance do users achieve? Figure 5 shows the
average download and upload speeds for each router in
the SamKnows dataset. Each point in the scatterplot shows
the average performance that a single router in the deploy-
ment achieves. Clusters of points in the plot reveal common
service plans of different ISPs, identified in the plot by labels. In
general, these results agree with previous”'* work, although
our dataset also includes Verizon FiOS (FTTP) users that
clearly stand out and other recent service offerings (e.g., AT&T
U-Verse). Although there are some noticeable clusters around
various service plans, there appears to be considerable varia-
tion, even within a single service plan. We seek to characterize
both the performance variations and their causes.

Do users achieve consistent performance? We analyze
whether routers in the SamKnows deployment consistently
achieve their peak performance using the Avg/P95 metric,
which we define as the ratio of the average upload or down-
load throughput obtained by a user to the 95th percentile of
the upload or download throughput value obtained by the
same user. A higher ratio reflects that a router’s upload and
download rates more consistently achieve performance that
is closest to the highest rate; lower values indicate that per-
formance fluctuates.

Figure 6 shows the CDF of the Avg/P95 metric across
users from each ISP. Most access links achieve throughput
close to their 95th percentile value. Certain ISPs (e.g., Cox
and Cablevision) achieve an average download throughput
that is significantly less than their 95th percentile. Upload

Figure 5. Average download rate versus the average upload rate
obtained by individual users in the dataset. (SamKnows)
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throughput is much more consistent, possibly because
upload rates are typically much lower.

Why is performance sometimes inconsistent? One possible
explanation for inconsistent download performance is that
the access link may exhibit different performance character-
istics depending on time of day. Figure 7a shows the Avg/P95
metric across the time of day. We obtain the average measure-
ment reported by each user at that time of day and normalize
it with the 95th percentile value of that user over all reports.
Cablevision users see, on average, a 40% drop in performance

Figure 6. Consistency of throughput performance: The average
throughput of each user is normalized by the 95th percentile value
obtained by that user. (SamKnows)
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in the peak evening hours; Cox users experience a 20% per-
formance reduction on average. This effect exists for other
ISPs to a lesser extent, confirming prior findings.” Without
knowing the service plan for each user, we cannot, in gen-
eral, say whether the decrease in performance represents a
drop below the service plans for those users (e.g., these users
might see rates higher than their plan during off-peak hours).
However, the FCC’s report,' which analyzes performance in
comparison to advertised rates, confirms that Cablevision
users do see average performance significantly less than the
advertised rates. Figure 7b shows how the standard deviation
of normalized throughput varies depending on the time of
day. All ISPs experience more variable performance during
peak hours. Although most ISPs do not suffer an increase in
loss rates during peak hours, Cox does. ISPs that exhibit poor
performance during peak hours may be under-provisioned;
they may be experiencing congestion, or they may be explic-
itly throttling traffic during peak hours.

Takeaway: Throughput performance is more variable dur-
ing peak hours. A one-time “speed test” measurement taken
at the wrong time could likely report misleading numbers
that do not have much bearing on performance over time.

3.3. Effect of traffic shaping on throughput
ISPs shape traffic in different ways, which makes it difficult
to compare measurements across ISPs, and sometimes
even across users within the same ISP. We study the effect of
PowerBoost across different ISPs, time, and users. We also
model how Comcast implements PowerBoost.

Which ISPs use PowerBoost, and how does it vary across
ISPs? Each SamKnows throughput measurement lasts 30s,
and each report is divided into six snapshots at roughly 5-s
intervals for the duration of the test. This technique high-
lights the evolution of throughput performance over time.
On a link that is subject to traffic shaping, the throughput
during the last snapshot will be less than the throughput
during the first. For each report, we normalize the through-
put in each period by the throughput reported for the first
period. The normalized throughput on an unshaped link
is close to one for all intervals. On the other hand, on an
access link configured with PowerBoost, the throughput in
the last 5s should be less than the throughput in the first
5s (assuming that PowerBoost lasts less than 30s). Figure 8
shows the progression of average throughput over all users
in an ISP: the average normalized throughput decreases
over time. Our data shows that mostcable ISPs provide some
level of PowerBoost for less than 30s, at a rate of about 50%
more than the normal rate. Cablevision’s line is flat; this
suggests that either it does not provide PowerBoost, or it
lasts well over 30s consistently (in which case the through-
put test would reflect only the effect of PowerBoost). The
gradual decrease, rather than an abrupt decrease, could be
because PowerBoost durations vary across users or because
the ISP changes PowerBoost parameters based on network
state. In the case of uploads, only Comcast and Cox seem
to deploy PowerBoost; in these cases, we observed a differ-
ence in throughput of about 20%. DSL ISPs do not appear
to implement PowerBoost.



Do different users see different PowerBoost effects? We
investigate Comcast’s use of PowerBoost using the BISmark
testbed. According to Comcast,® their implementation of
PowerBoost provides higher throughput for the first 10MB
of a download and the first 5MB of an upload. We measure
the shaped throughput for download and upload at the
receiver using tcpdump. Because our tests are intrusive, we
conducted them only a few times, but the results are consis-
tent across traffic generators and ports.

Figure 9 shows the downstream throughput profiles for
four users, each identified by their modem type. Although
the modem does not affect burst rates, it does have differ-
ent amounts of buffering, which can affect latency. All four
users experience PowerBoost effects, but, surprisingly, each
user experiences a different traffic shaping profile: The user
with a D-LINK modem sees a peak rate of about 21 Mbits/s
for 3s, 18.5 Mbits/s for a further 10s, and a steady-state
rate of 12.5 Mbits/s. The Motorola user sees a peak rate of
21 Mbits/s for about 8s. The D-LINK profile can be modeled
as a cascaded token bucket filter with rates of 18.5 Mbits/s
and 12.5 Mbits/s, and buffer sizes of 10MB and 1MB, respec-
tively, with a capacity of 21 Mbits/s. Upload profiles vary
across different users as well, although the shaping profiles
seem to indicate that only a single token bucket is applied
on the uplink.

Takeaway: Many cable ISPs implement PowerBoost,
which could distort speedtest-like measurements. In par-
ticular, any throughput measurement that lasts less than
35s will mainly capture the effects of PowerBoost. While
some people may be interested only in short-term burst
rates, others may be more interested in long-term rates. Any

Figure 8. The average throughput during the measurement
decreases for the ISPs that enable PowerBoost. (SamKnows)
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Figure 9. The level and duration of the burstiness are different
for users with different modems, suggesting different shaping
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throughput benchmark should aim to characterize both
burst rates and steady-state throughput rates.

4. UNDERSTANDING LATENCY

We show how latency can drastically affect performance,
even on ISP service plans with high throughput. We then
study how various factors ranging from the user’s modem to
ISP traffic shaping policies can affect latency.

4.1. How (and why) to measure latency

Latency not only affects the throughput that users achieve,
but it also affects the performance that users perceive, since
it affects everything from DNS lookup time to the time to set
up a TCP connection. Although measuring latency appears
straightforward, arriving at the appropriate metric is a sub-
tle challenge because our goal is to isolate the performance
of the access link from the performance of the end-to-end
path. End-to-end latency between endpoints is a common
metric in network measurement, but it reflects the delay
that a user experiences along a wide-area path. We use two
metrics that are more appropriate for access networks. The
first metric is the last-mile latency, which is the latency to the
first IP hop inside the ISP’s network. The last-mile latency
captures the latency of the access link, which could affect
gaming or short downloads. We measure last-mile latency
in both of our deployments. The second metric we define
is latency under load, which is the latency that a user experi-
ences during an upload or download (i.e., when the link is
saturated in either direction). For BISmark, we measure the
last-mile latency under load; on the SamKnows platform,
we measure end-to-end latency under load. Table 4 summa-
rizes the latency measurements we collect.

We investigate the effect of last-mile latency on download
times for popular Web pages. Figure 10 shows the download
time for www.facebook.com and how it varies by both the
user’s throughput and baseline last-mile latency. Figure 10a
plots the 95th percentile of each user’s downstream through-
put versus the average time it takes to download all objects
from www.facebook.com. The average size of the download is

Table 4. SamKnows and BISmark latency and loss tests.

Parameter Type Prot. Freq. Comments
SamKnows

End-to-end UDP 600pkts/n  MLab
End-to-end ICMP 5pkts/h  MLab

Latency Last mile ICMP 5pkts/h  First IP hop
Upstream load ICMP 2h During upload
Downstream load ICMP 2h During download

Loss End-to-end UDP 600pkts/n  MLab

Jitter Bidirectional UDP 1h 500 pkts/30s

Web GET HTTP TCP 1h Alexa sites

BISmark

End-to-end ICMP 5min Host

Latency Last mile ICMP 5min First IP hop
Upstream load ICMP  30min During upload
Downstream load ICMP  30min During download

Packet loss End-to-end UDP 15min D-ITG

Jitter End-to-end UDP 15min D-ITG
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125KB. As expected, the download times decrease as through-
put increases; interestingly, there is negligible improvement
beyond a rate of 6 Mbits/s. Figure 10b plots download time
against the baseline latency for all users whose downstream
throughput (95th percentile) exceeds 6 Mbits/s. Minimum
download times increase by about 50% when baseline laten-
cies increase from 10ms to 40ms. The pronounced effect of
latency on download time for Web objects underscores the
influence of baseline latency.

4.2. Last-mile latency

We obtain the last-mile latency by running traceroute to
a wide-area destination and extracting the first IP address
along the path that is not a NAT address. Note that we are
measuring the latency to the first network-layer hop, which

may not in fact be the DSLAM or the CMTS, because some
ISPs have layer-two DSLAMSs that are not visible in tracer-
oute. The possibility of measuring slightly further than the
DSLAM or CMTS should not materially affect our results,
since the latency between hops inside an ISP is typically
much smaller than the last-mile latency.

How does access technology affect last-mile latency? Last-
mile latency is generally quite high, varying from about 10ms
to nearly 40ms (ranging from 40-80% of the end-to-end path
latency). Last-mile latency is also highly variable. One might
expect that variance would be lower for DSL ISPs, since it is
not a shared medium like cable. Surprisingly, the opposite
is true: AT&T and Verizon have high variance compared to
the mean. Qwest also has high variance, though it is a smaller

Figure 10. Effect of downstream throughput and baseline latency on fetch time from facebook.com. (SamKnows) (a) Fetch time stabilizes

above 6 Mbits/s. (b) Baseline latency affects fetch times.
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fraction of the mean. To understand this variance, we divide
different users in each ISP according to their baseline
latency, as shown in Figure 11. Most users of cable ISPs are in
the 0-10ms interval. On the other hand, a significant propot-
tion of DSL users have baseline last-mile latencies more than
20ms, with some users seeing last-mile latencies as high as
50 to 60ms. Based on discussions with network operators,
we believe DSL ISPs may be enabling an interleaved local
loop for these users. We also analyzed loss rate and jitter. We
found that that the average loss rates are small, but variance
is high for all ISPs, suggesting bursty loss. Jitter has similar
characteristics; although the average jitter is low, the varia-
tion is high, especially on the upstream connection.
Takeaway: Cable users tend to have lower last-mile latency
and jitter, while for DSL users it may vary significantly based
on physical factors such as distance to the DSLAM or line

quality.

4.3. Latency under load

We now turn our attention to latency under load, a charac-
teristic that is often affected by “bufferbloat,” or excessive
buffering in network devices."

Problem: Bufferbloat. Buffers on DSL and cable modems
are too large. Buffering affects latency during periods when
the access link is loaded; during these periods, packets can
see substantial delays as they queue in the buffer. The capac-
ity of the uplink also affects the latency that buffering intro-
duces. For a given buffer size, the queuing delay will be lower
on access links with higher capacities because the draining
rate is higher. We study the effect of buffering on access
links by measuring latency when the access link is saturated,
under the assumption that the last mile is the bottleneck.

How widespread is bufferbloat? Figure 12 shows the average
ratios of latency under load to baseline latency for each user
across different ISPs for the SamKnows data. The histogram
shows the latencies when the uplink and the downlink are
saturated separately. This plot confirms that bufferbloat
affects users across all ISPs, albeit to different extents. The
factor of increase when the uplink is saturated is much
higher than when the downlink is saturated. One plausible
explanation is that the downlink usually has more capacity
than the uplink, so buffering on the ISP side is lower. The
home network is often better provisioned than the down-
link, so downstream traffic experiences less buffering in the
modem. The high variability in the latency under load can be
partly explained by the variety in service plans; for example,
AT&T offers plans ranging from 768 Kbits/s to 6 Mbits/s for
DSL and up to 18 Mbits/s for UVerse and from 128 Kbits/s to
more than 1 Mbit/s for upstream. In contrast, Comcast offers
fewer service plans, which makes it easier to design a device
that works well for all service plans.

How does modem buffering affect latency under load? To
study the effects of modem buffers on latency under load,
we conduct tests on AT&T and Comcast modems using
BISmark. We ran tests on the best AT&T DSL plan (6 Mbits/s
down; 512 Kbits/s up). We first started ICMP ping to the last

mile hop. After 30s, we flooded the uplink (at 1 Mbits/s for
AT&T and at 10 Mbits/s for Comcast, using iperf’s UDP
measurement). After 60s, we stopped iperf, but let ping
continue for another 30s. The ping measurements before
and after the iperf test established the baseline latency.

Figure 13 shows the latency under load for three different
DSL modems. In all cases, the latency skyrockets when flood-
ing begins and plateaus when the buffer is saturated. This
latency plateau indicates the size of the buffer, since we know
the uplink draining rate. Surprisingly, we observed more than
an order of magnitude of difference in buffering in different
modems. The 2Wire modem introduces the lowest worst-case
latency of 800ms, the Motorola modem about 1600ms, while
the Westell introduces more than 10s of latency! Comcast
users experienced as much as 350ms of latency under load.
Because modems are usually the same across service plans,
we expect that latency under load may be even worse for users
with slower plans (and, hence, slower drain rates).

We perform experiments in Emulab® to model modem
buffering; the topology has two end-hosts and one router.
We configured a token bucket filter using tc with the buf-
fer size as 512 Kbits/s times the maximum latency that
the modem introduces. This calculation yields 640KB for
Westell, 100KB for Motorola, and 55KB for 2Wire. This sim-
ple setup almost perfectly captures the latency profile that
the actual modems exhibit. We observed little difference
in throughput for the three buffer sizes. We also emulated
other buffer sizes. For a 512 Kbits/s uplink, we observed that
the modem buffers exceeding 20KB do little for through-
put, but cause a linear increase in latency under load. Our

Figure 12. Latency under load: the factor by which latency goes
up when the upstream or the downstream is busy translates to
significant real latencies, often in the order of seconds. (SamKnows)
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research highlights

experiments confirm that buffer sizes in all three modems
are too large for the uplink.

Can data transfer be modified to improve latency under load?
There has been recent work done on active queue manage-
ment techniques to mitigate the effect of large buffers.” In
this section, we explore how large “bulk” flows and delay-
sensitive flows can coexist without interfering with one
another. We compare the effects of a 50MB download on a
G.711VoIP callin three different conditions: (1) not applying
any traffic control, (2) sending intermittent traffic at capac-
ity on 10.8s ON and 5.3s OFF cycle, and (3) shaping using
the WonderShaper? tool. Figure 14 shows the result of this
experiment. Without traffic control, the transfer takes 25.3s;
immediately after the PowerBoost period, however, the VoIP
call starts suffering high latency and loss until the end of the
transfer. In the second scenario, traffic is sent in pulses, and
the download takes 26.9s. In the third case, traffic is sent at
just under the long-term rate and the download takes 32.2s.
Sending intermittent traffic and shaping the traffic with
Wondershaper do not increase latency much, because they
do not ever fully deplete the tokens. The appropriate ON/
OFF periods for intermittent transfers depend on the token
bucket parameters® and the size of the file to be transferred.
Both approaches achieve similar long-term rates but yield
significant latency benefit. These approaches require the
user to properly tune the traffic shaping parameters accord-
ing to the access link.

Takeaway: Modem buffers are too large. The smallest
buffers we see induce nearly 1-s latency under load for AT&T

Figure 14. It is possible to maintain low latency by modifying data
transfer behavior. (BlISmark) (a) Throughput (b) Latency
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* If p, is the rate we want to reserve for real-time applications, and p, the
token rate, the condition to be satisfied is: (o, + p,— p) x T, < Ty (p,-p),
where p, is the sending rate during the pulse, and 7, and 7, are the ON and
the OFF times, respectively.
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and 300ms for Comcast. Buffering degrades both interactiv-
ity and throughput. Transferring data in shorter bursts or
shaping traffic using tools like WonderShaper can mitigate
buffering problems.

5. LESSONS LEARNED

We conclude with some high-level lessons and sugges-
tions for future research directions. One significant take-
away for users, policymakers, ISPs, and researchers is that
understanding access network performance requires continual
measurement from the home router. Existing speed tests and
end-to-end latency measurements do not reflect access net-
work performance over an extended period of time, and they
neglect confounding factors within the home network. Our
study of broadband networks yields several lessons:

Lesson 1 (One Measurement Does Not Fit All) Different ISPs
use different policies and traffic shaping behaviors that make it
difficult to compare measurements across ISPs.

Thereisnosingle numberthatcharacterizes performance, or
even throughput. Certain ISP practices such as PowerBoost
can distort benchmarking measurements; ISPs might even
design their networks so that widely used performance
tests yield good performance. Developing a benchmarking
suite for ISP performance that users can understand (e.g., in
terms of the applications they use) is critical; the measure-
ments we develop in this paper may be a good starting point
for that. Along these lines, more work is needed to under-
stand the performance of specific applications, such as how
video streaming performance compares across ISPs. The
Netflix study on ISP streaming performance® is a good start,
but more such performance benchmarks are needed.

Lesson 2 (One ISP Does Not Fit All) There is no “best” ISP for
all users. Different users may prefer different ISPs depending on
their usage profiles and how those ISPs perform along perfor-
mance dimensions that matter to them.

Different ISPs may be “better” along different performance
dimensions, and the service plan that a user buys is only
part of the picture. For example, we saw that, above a certain
throughput, latency is the dominant factor in determining
Web page load time. Similarly, a gamer might require low
latency or jitter, while an avid file swapper may be more
interested in high throughput. An imminent technical and
usability challenge is to summarize access network perfor-
mance data so that users can make informed choices about
the service plans that are most appropriate for them (akin to
a “performance nutrition label”?). Our recent work proposes
some first steps in this direction.*

Lesson 3 (Home Network Equipment Matters) A user’s home
network infrastructure can significantly affect performance.

Modems can introduce latency variations that are orders of
magnitude more than the variations introduced by the ISP.
Other effects inside the home that we have not yet studied,
such as the wireless network, may also ultimately affect the



user’s experience. More research is needed to understand
the characteristics of traffic inside the home and how it

affects performance.
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